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ABSTRACT
Hydrated electrons are anionic species that are formed when an excess electron is introduced into liquid water. Building an understanding of
how hydrated electrons behave in solution has been a long-standing effort of simulation methods, of which density functional theory (DFT)
has come to the fore in recent years. The ability of DFT to model the reactive chemistry of hydrated electrons is an attractive advantage over
semi-classical methodologies; however, relatively few density functional approximations (DFAs) have been used for the hydrated electron
simulations presented in the literature. Here, we simulate hydrated electron systems using a series of exchange–correlation (XC) functionals
spanning Jacob’s ladder. We calculate a variety of experimental and other observables of the hydrated electron and compare the XC functional
dependence for each quantity. We find that the formation of a stable localized hydrated electron is not necessarily limited to hybrid XC
functionals and that some hybrid functionals produce delocalized hydrated electrons or electrons that react with the surrounding water at an
unphysically fast rate. We further characterize how different DFAs impact the solvent structure and predicted spectroscopy of the hydrated
electron, considering several methods for calculating the hydrated electron’s absorption spectrum for the best comparison between structures
generated using different density functionals. None of the dozen or so DFAs that we investigated are able to correctly predict the hydrated
electron’s spectroscopy, vertical detachment energy, or molar solvation volume.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0253369

I. INTRODUCTION
An excess electron in liquid water is known to form a stable,

solvated species called the hydrated electron (e−hyd). Despite their
apparent chemical simplicity, hydrated electrons have long been
of interest due to their array of interesting properties and reactiv-
ity. With implications in fields ranging from radiation chemistry,1–4

organic chemistry, and biochemistry,4,5 understanding the nature
and reactivity of hydrated electrons has been and continues to be
an active area of research. Hydrated electrons are the simplest stable
anion in solution, serve as strong reducing agents,6–11 and are capa-
ble of reacting not only with organic molecules6,8,12 but also with
themselves.3,8,9 They can be probed experimentally from the earliest
stages of their formation up to their annihilation with ultrafast spec-
troscopic techniques,13–15 and they are readily simulated via a variety
of methodologies and levels of theory.

Interestingly, the rates of reactions involving hydrated electrons
do not follow the Marcus theory of electron transfer,16 meaning that

the local solvent structure/reorganization of e−hyd’s must be different
from those of other solutes that commonly undergo charge trans-
fer reactions. For this reason, among others, there has been great
interest in developing an understanding of the hydrated electron’s
solvation structure from simulations and experiments. Unfortu-
nately, many experimentally observable quantities for this species
only indirectly relate to the solvation structure. For example, the
absorption spectrum is directly related to the size (radius of gyra-
tion) of the hydrated electron,4,17 but this means that any simulation
model that produces an electron with approximately the correct
size will give a reasonable prediction of the spectrum. Observables
that are more directly related to the local arrangement of water
molecules around the electron include the partial molar volume
(VM), which is connected to the electron–water radial distribution
function (RDF),18 and ion-pairing behavior,19–22 which involves the
interaction of the e−hyd’ s and ion solvation shells and the kosmotropic
or chaotropic character of the ions involved.23
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The inability of experimental methods to give a definitive mea-
sure of the solvation structure has inspired researchers to rely on
simulation methods to build an atomistic picture of how water
molecules orient around and behave near this object. However, dif-
ferent simulations yield different structures, and the debate as to the
nature of the true solvation structure of the hydrated electron is hotly
contested and ongoing.4,19,24–29

The earliest hydrated electron simulations were performed with
mixed quantum–classical (MQC) molecular dynamics (MD),30–34

allowing hundreds to thousands of solvent molecules to be treated
classically, while the single excess electron is treated quantum
mechanically by solving the Schrödinger equation for a single elec-
tron.35 The interaction between the classical and quantum sub-
systems is accounted for via a one-electron pseudopotential, which
is a parameterized potential function derived from ab initio theory
molecular orbitals.36 Many different electron–water pseudopoten-
tials have been proposed to simulate the hydrated electron,30–33

and each produces a different eigenvalue, radius of gyration, and
solvation structure, as well as different predicted experimental
observables.18,30–33 Most such models predict that the electron den-
sity resides in a cavity from which water molecules are excluded, but
details concerning the precise cavity size, fluctuations of the water
around the cavity, the amount by which the electron density over-
laps with the surrounding water, and the degree of orientational
ordering of the first-shell water molecules all differ between mod-
els. Each model also predicts a different absorption spectrum for this
object, none of which quantitatively matches experiment.30–33 There
is also mixed agreement between MQC models and experiment
in modeling the temperature-dependent shift of the e−hyd absorp-
tion spectrum,37,38 time-resolved photoelectron spectroscopy,39 and
VM,18 with no one model able to match experiment for all of these
quantities.

More recently, improvements in computational resources have
allowed ab initio methods to become tractable for condensed-phase
systems such as the e−hyd. Currently, density functional theory (DFT)
is the highest level of theory available to simulate reasonably large
hydrated electron systems (up to 128 water molecules to date) on
picosecond timescales. There has also been work using a multi-time
step integrator to try to achieve MP2 level accuracy, although the sys-
tem size was limited to only 47 waters with only a few-ps simulated
trajectory.40 Recently, a message-passing neural network architec-
ture based on the deep potential framework41 has been trained on
PBEh DFT, allowing simulations of a DFT-based e−hyd with 128
and 256 water molecules. Despite this promise, the computational
expense for pure DFT-based simulations is still an issue that signif-
icantly limits both system sizes and trajectory lengths (which also
poses an obstacle to generating training data for machine-learned
interatomic potentials).

One of the main issues with DFT is that it is known to be
plagued by self-interaction errors (SIEs), which are particularly trou-
blesome for simulating objects such as the e−hyd.42 SIE also has a large
impact on DFT-predicted bandgaps and reaction barrier heights42

and varies greatly depending on the density functional approxi-
mation (DFA) being used: lower level exchange–correlation (XC)
functionals, particularly those that do not include exact Hartree
Fock (H–F) exchange, are particularly prone to SIEs. In combination
with inadequate handling of dispersion interactions, SIE also has

significant implications for the DFT-based modeling of the struc-
ture and dynamics of liquid water.43 Clearly, having an inaccurate
description of liquid water provides a difficult starting point for sim-
ulations of the hydrated electron, as the DFA must handle both
the interactions between water molecules and describe the excess
electron, which is located primarily in between the water molecules.

This leaves simulators with a set of questions to answer when
choosing to simulate hydrated electron systems with DFT: What sys-
tem size is necessary to converge the properties of interest? Which
XC functional best balances computational cost and accuracy (or
happens to give the best cancellation of errors43), particularly given
that DFT is not a systematically improvable theory? If a hybrid
functional is used, what percent of exact exchange is the most opti-
mal (as is particularly pertinent for predicting the correct bandgap
of bulk water44)? Here, we present a series of DFT-based simula-
tions of the e−hyd with a range of DFAs in order to shed light on
how different choices alter the simulated structure, dynamics, and
experimentally observable properties. We climb “Jacob’s Ladder”45

from the local density approximation (LDA) up to the hybrid meta-
generalized gradient approximation (meta-GGA) in order to better
understand the XC functional dependence of hydrated electron sim-
ulations. Table I shows the XC functionals as well as two MQC
models that we included in this analysis, where the number in paren-
theses indicates the amount of exact Hartree–Fock exchange used
(where applicable). Our analysis includes several non-hybrid and
hybrid functionals with different amounts of exact exchange to allow
an investigation into the role of exact exchange in the simulated
properties of the e−hyd.

To date, the majority of DFT-based hydrated electron simula-
tions have used a hybrid GGA functional, PBEh, with very little work

TABLE I. DFT-based and MQC pseudopotential models of the hydrated elec-
tron investigated in this work, including whether the DFA includes H–F exchange
(hybrid or not) and, if so, the amount (percentage in parentheses). One-electron
pseudopotential-based MQC models are listed in bold text.

DFAs/MQC models tested

XC Hybrid Functional/ModelDFA

LDA No LDA
Yes LDAh(25%)

GGA No PBE
Yes PBEh(25%)
Yes PBEh(40%)

MGGA Yes R2SCANh(25%)
Yes R2SCANh(50%)
No REVTM
No SCAN
Yes SCANh(10%)
Yes SCANh(25%)
No R2SCAN

MQC No TB
No TBOpt
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exploring either the amount of H–F exchange or DFAs from differ-
ent rungs of Jacob’s ladder.45 In this work, we show that improving
DFT-based simulations of the e−hyd is not as simple as moving up
Jacob’s Ladder,45 as the predicted properties of hydrated electrons
(including whether or not they even exist) do not monotonically
improve with the complexity of the chosen XC functional. For each
DFA, we calculate a series of solvent structural and charge density
shape parameters, as well as e−hyd electronic structure measures, to
explore how sensitive electron–solvent interactions are to the choice
of the DFA. We find that some DFAs produce hydrated electrons
that remain delocalized throughout the simulation cell or react with
water at a rate orders of magnitude too high, while others produce a
cavity-localized e−hyd; there is no obvious way to determine a priori
which DFAs will produce which behavior. Moreover, among XC
functionals that produce a localized e−hyd, we find that the equilib-
rium structure of the waters around the electron is not qualitatively
all that different, even for very simple functionals such as LDA.

We also work to highlight the challenges faced in calculating
the absorption spectrum of DFT-simulated hydrated electrons by
exploring two different methods for obtaining the spectrum: peri-
odic Tamm–Dancoff Approximation time-dependent DFT (TDA
TD-DFT) and non-periodic time-dependent DFT (TD-DFT) with
unit cell replication and an optimally-tuned range-separated hybrid
functional.15 We find that the use of periodic TDA TD-DFT pro-
duces a severe blueshift in the calculated absorption spectra for every
DFA we explored and that this blueshift is made even worse with
increasing amounts of H–F exchange. However, the blueshift can be
largely alleviated by using the non-periodic TD-DFT methodology,
although none of the DFAs we tested predict spectra that are close
to being in agreement with experiment. Overall, we conclude that no
matter what XC functional is used, at currently accessible simulation
sizes and trajectory lengths, DFT does not provide an experimentally
faithful description of the hydrated electron.

II. METHODS
A. Molecular dynamics propagation

All ab initio DFT calculations were done using the CP2K46 soft-
ware package. Initial atomic configurations for an excess electron
in a box of 64 quantum mechanical waters were taken from our
previous studies24,25,29 using the PBEh functional with 25% exact
exchange and Grimme’s D3 dispersion correction.47 This provides
for the presence of a stable trap into which the excess electron could
localize immediately. Since we have previously shown that hydrated
electrons (including those simulated by DFT)48 are trap-seeking
rather than trap-digging,49 starting from a pre-existing cavity maxi-
mizes the amount of equilibrated simulation data. Although we have
previously argued that a box of 64 water molecules is too small to
eliminate finite-size effects for simulating the e−hyd,25,29 we use this
system size both to compare with the vast majority of results in the
literature, which were run at this size, and to allow reasonably long
trajectory lengths for each functional we tested.

For the different DFT-based simulations, a grid cutoff
of 500, 700, 500, 1200, 1000, 700, and 1000 Ry was used
for the LDA, LDAh, PBEh, SCAN, R2SCAN, REVTM, and
R2SCANh simulations, respectively. Core electrons were treated
using Goedecker–Teter–Hutter (GTH) pseudopotentials,50 opti-
mized for each chosen functional [i.e., GTH-LDA, GTH-SCAN,

GTH-PBE, etc.]. The TZVP-GTH triple-zeta basis set was used for
all calculations, and H–F calculations were expedited with the aux-
iliary density matrix method (ADMM)51 method using the cFIT3
basis set.51 All simulations were run with a 0.5-fs time step in the
N, V , T ensemble with a Nosé–Hoover52 chain thermostat to main-
tain a constant temperature of 298 K. We note that D3 was used
for the PBEh(25% and 40%) simulations but was not used for the
other functionals we investigated. The PBEh-based simulations used
a simulation cell length of 12.519 Å, while all other simulations used
a 12.427 Å length. DFAs that produced a localized hydrated electron
were propagated long enough to provide several ps of equilibrated
data for analysis. Simulations were propagated for 30, 4.5, 20, 6,
3.5, and 3.2 ps for the LDA, LDAh(25%), PBEh(25%), PBEh(40%),
R2SCANh(25%), and R2SCANh(50%) DFAs, respectively.

B. Calculation of R g and solvent structure measures
The center of mass (com) and radius of gyration (Rg) of the

hydrated electron for each trajectory were calculated using an in-
house Python script directly from the atomic position files and spin
density cube files generated by CP2K.46 Radial distribution func-
tions (RDFs) were calculated from the electron’s center of mass to
the positions of the water oxygen atoms. We define the cavity region
associated with the e−hyd as the region from r = 0 to where the RDF
first reaches a value of 1. Solvent shells are defined as lying between
the minima of the RDF.

First-shell water angular distributions were calculated using an
in-house Mathematica script. This calculation involves taking the
dot product between two unit vectors involving the first-shell water
molecules, defined as those inside the location of the first minimum
in the RDF. The first unit vector begins at the electron’s center of
mass and points to the oxygen atom of a first-shell water molecule,

r̂e−hyd−O,i =
r⃗O,i − r⃗e−hyd

∣r⃗O,i − r⃗e−hyd
∣
, (1)

where r⃗O,i is the position of oxygen atom i in the first shell of the
e−hyd and r⃗e−hyd

is the position of the center of mass of the hydrated
electron. The second unit vector begins at the oxygen atom of the
first-shell water molecule and points toward the midpoint between
the two hydrogen atoms bonded to that oxygen atom (i.e., along the
water dipole vector),

r̂Hm−O,i =
r⃗Hm ,i − r⃗O,i

∣r⃗Hm ,i − r⃗O,i∣
, (2)

where r⃗Hm ,i is the position of the midpoint between the two hydro-
gen atoms bonded to oxygen atom i. With this definition, first-shell
waters that have their dipole pointing directly toward the hydrated
electron’s center have a dot product of −1.0, waters that point their
O atoms toward the electron have a dot product of +1.0, and waters
that point an O–H bond directly toward the electron’s center give a
dot product of ∼ −0.7.

We examine how cavity-like a given hydrated electron’s solva-
tion structure is by using an order parameter called qcav, which we
have presented in a previous study.53 This measure effectively counts
the number of waters “inside” the hydrated electron, such that qcav
values near unity indicate a non-cavity hydrated electron, while
values approaching 0 indicate a more traditional cavity hydrated
electron. This measure is calculated as follows:
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qcav =
N

∑
i=1

S(∣Ri
− r⃗e−hyd

∣), (3)

where the smoothing function S(r) is defined as

S(r) =
1

exp [κ(r − rc)] + 1
, (4)

where Ri is the distance of the ith water molecule’s oxygen atom from
the e−hyd center of mass. The smoothing function S(r) defines the
region over which we count water molecules, taken to be 1.75 Å from
the electron’s center. The value of κ, which modulates how abruptly
the cutoff distance tapers from the electron’s center, was set to be
10 Å−1.

To characterize the shape of the e−hyd, we calculate the aspheric-
ity, A, which we also have used in a previous study.53 The asphericity
is a measure that is derived from diagonalizing the inertia ten-
sor of the hydrated electron’s charge density, where the resulting
eigenvalues determine A as

⟨A⟩ =
⟨Tr3
− 3M⟩
⟨Tr2
⟩

, (5)

in which Tr indicates the trace of the eigenvalues and M is the sum
of the three minors. With this definition, a perfectly spherical charge
distribution yields A = 0, while an infinitely thin needle would give
A = 1.

C. Periodic Tamm–Dancoff approximation TD-DFT
spectra calculations

Fully-periodic TDA TD-DFT calculations of the hydrated
electron’s absorption spectrum were done in CP2K.46,54 Atomic con-
figurations were sampled from our ab initio molecular dynamics
(AIMD) runs and used as inputs in a series of single-point excited-
state calculations. For each functional, the grid cutoff, basis set, and
pseudopotential parameters were used as listed above to calculate
ten excited states. Absorption spectra were generated from the TDA
TD-DFT excited states by binning the excitation energies relative to
the ground state (ΔE0,i), weighted by their oscillator strengths (μ0,i),

I(E) = ⟨
N

∑
i=1
∣μ0,i∣

2ΔE0,i
√

α/π exp (−α(E − ΔE0,i)
2
)⟩, (6)

where the angle brackets refer to an ensemble average over uncorre-
lated configurations. We then convoluted each bin with a Gaussian
kernel in order to generate a broadened spectrum.

D. Non-periodic TD-DFT spectra calculations
Non-periodic TD-DFT calculations were done in Q-Chem,55

using the LRC-ωPBE functional and the 6-31++G∗ basis set, fol-
lowing the procedure outlined in Ref. 15. The position of the excess
electron was centered in our simulation cell of 64 fully quantum-
mechanical water molecules. Twenty-six periodically replicated sim-
ulation cells containing simple point charges at the positions of the
replicated water molecules were added around the main cell to pre-
vent the excess electron from spilling out into the vacuum beyond
the explicit simulation box. In our previous study,25 we determined
that the optimized ω value to satisfy Janak’s theorem for hydrated

electron configurations generated from the PBEh functional with
25% H–F exchange was ω = 175 a0

−1, and we used this optimized
value for configurations generated from all of the DFAs we tested
so that the resulting spectra could be compared at the same level of
theory.

E. Finite size effects
As discussed throughout this work, none of the DFAs we tested

yield results that are in agreement with experiment for most proper-
ties of the hydrated electron. It is possible that increasing the number
of quantum mechanical waters (to ≫64) in DFT-based e−hyd sim-
ulations could bring these predictions into better agreement with
experiment, but such large system sizes are currently computation-
ally intractable. Our group has explored finite size effects for various
properties of the hydrated electron simulated using the PBEh func-
tional with 25% exact exchange.25,29 We found that measures such
as radial and angular distribution functions, the radius of gyra-
tion, and the absorption spectrum were not especially sensitive to
the simulated system size between 47 and 128 waters.25 The partial
molar volume of the hydrated electron does show moderate finite
size effects, and we found that this quantity is significantly under-
estimated for system sizes up to 128 waters.29 The vertical binding
energy (VBE) of the e−hyd is also moderately impacted by finite size
effects. Interestingly, a linear extrapolation to infinite system size
brings both the VBE and VM into agreement with experimental
values, although we have argued that this correspondence is likely
coincidental due to the relatively large slopes of the linear fits and
the fact that the simulated solvation structure does not change in
any systematic way.25,29 Based on the fact that these previous stud-
ies showed only modest finite size effects, we expect that such effects
are likely not to play an important role for the DFAs explored in
this work. In terms of comparing the properties of the e−hyd simu-
lated with different DFAs, we note that, here, we test each DFA at
the same system size so that whatever finite size effects do exist are
at least similar across the different DFAs.

III. RESULTS AND DISCUSSION
A. Localization and radius of gyration (R g)

We begin our analysis by examining the size of the e−hyd simu-
lated with different DFT XC functionals. Figure 1 shows the differ-
ence between the simulated Rg for each functional and the room-
temperature experimental value of 2.45 Å,17 while Table II presents
the raw Rg values for each DFA. Out of the 12 exchange–correlation
functionals that we tested, only six produced stable localized
hydrated electrons. For most of the non-hybrid DFAs that we stud-
ied (PBE, REVTM, SCAN, and R2SCAN), the electron remained
delocalized across the entire simulation cell (Rg roughly equal to
6 Å, which is half the simulation box length), even in the pres-
ence of a pre-existing cavity trap. This delocalization is unphys-
ical, given that spectral moment analysis clearly shows that the
electron is localized.17 Interestingly, the LDA functional, which is
nominally the simplest non-hybrid DFA, actually produces a local-
ized, stable hydrated electron, with an average Rg of ∼2.7 Å, in
rough agreement with experiment. In contrast, the SCANh hybrid
DFA, depending on the percentage of H–F exchange used, either
produces a delocalized e−hyd or has the electron react with the sur-
rounding water, abstracting a proton to produce a H atom and a
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FIG. 1. Difference between the aver-
age e−hyd radius of gyration simulated
with different DFAs and the experimen-
tal value of 2.45 Å.17 We see that
all the non-hybrid functionals, except
LDA, produce delocalized hydrated elec-
trons. With the exception of SCANh
(which is spuriously over-reactive for
25% H–F exchange and delocalized
for 10% H–F exchange),56 the other
hybrid functionals we examined produce
localized hydrated electrons. The LDA-
based DFAs over-estimate the experi-
mental value, while the R2SCANh func-
tionals under-estimate it. PBEh gives
an Rg value that is within the error
of experiment. The error bars repre-
sent one standard deviation across MD
snapshots.

TABLE II. e−hyd size and shape descriptors, including the radius of gyration, asphericity, and qcav measures. The radii of
gyration for the LDA-based functionals are slightly over-estimated relative to experiment, while the hybrid GGA and hybrid
meta-GGAs all produce hydrated electron Rg ’s that are slightly under-estimated or within the error of experiment. The
asphericity measures how non-spherical the e−hyd is, and all the DFAs we tested that produced localized hydrated electrons
had quite spherical charge densities with little shape fluctuation. The qcav measure integrates the number of water molecules
embedded within the electron’s charge density. Most of the DFAs that produced localized e−hyd ’s (except LDAh(25%) show
relatively hard cavities. All uncertainties are standard deviations. Uncertainties for the partial molar volume were computed
as the standard deviation of VM values obtained from the RDFs of individual simulation snapshots.

e−hyd size and shape descriptors

Functional Rg (Å) Asphericity qcav VBE (eV) VM (cm3/mol)

LDA 2.73 ± 0.21 0.0012 ± 0.0006 0.34 ± 0.22 1.86 ± 0.33 4.5 ± 2.3
LDAh(25%) 3.0 ± 0.4 0.0039 ± 0.0013 0.73 ± 0.35 1.45 ± 0.27 2.90 ± 3.0

PBE Delocalized ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

PBEh(25%) 2.33 ± 0.12 0.0014 ± 0.0009 0.23 ± 0.24 2.14 ± 0.36 8.0 ± 3.1
PBEh(40%) 2.30 ± 0.10 0.0013 ± 0.0007 0.15 ± 0.16 1.78 ± 0.26 8.3 ± 2.9

R2SCANh(25%) 2.29 ± 0.12 0.0012 ± 0.0007 0.26 ± 0.20 1.94 ± 0.46 3.5 ± 2.8
R2SCANh(50%) 2.17 ± 0.07 0.0012 ± 0.0007 0.14 ± 0.11 2.10 ± 0.20 4.3 ± 3.3
REVTM Delocalized ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SCAN Delocalized ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SCANh(10%) Delocalized ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SCANh(25%) Reactive ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

R2SCAN Delocalized ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

TB 2.45 ± 0.12 0.0028 ± 0.0019 0.012 ± 0.066 ⋅ ⋅ ⋅ 2318

TBOpt 2.55 ± 0.18 0.0027 ± 0.0018 0.41 ± 0.42 ⋅ ⋅ ⋅ 1133

Expt. 2.45 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 3.5 26 ± 6

hydroxide ion. Although hydrated electrons are known to react with
water in this way, we showed in a previous study that the e−hyd simu-
lated with SCANh(25%) underwent this reaction at a rate ∼12 orders
of magnitude faster than in experiment.56

The fact that not all hybrid functionals produce localized
electrons and not all non-hybrid functionals produce delocal-
ized electrons shows clearly that DFT is not a systematically
improvable level of theory with respect to the choice of the DFA.
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The formation of a stable and localized e−hyd likely depends on a care-
ful balancing of interrelated factors, such as the magnitude of SIE
and a particular DFA’s prediction of the bulk water bandgap, water
hydrogen bond strength, and water translational and rotational
dynamics.

Overall, the XC functionals that yield a localized e−hyd predict
the radius of gyration reasonably well, with the LDA-based func-
tionals being slightly too large and the meta-GGA hybrid functionals
being slightly too small. These results make sense given the depen-
dence of Rg on the self-interaction error of the functional, as well
as the predicted bandgap of water. Better handling of SIEs in the
meta-GGA DFAs induces a more localized charge density, which
lowers the Rg, while changes in the predicted water bandgap alter the
amount of electron density donated into the anti-bonding orbitals
of water molecules near the electron, which can greatly inflate Rg.
Clearly, the LDA-based functionals have insufficient handling of
SIEs while the hybrid GGAs and meta-GGAs either slightly underes-
timate the bandgap of liquid water or over-localize the density, given
the amount of H–F exchange used.

B. Solvation structure of different simulation models
of the hydrated electron
1. Hydrated electron–water radial distribution
functions

To further investigate the electron–water structure from each
of our DFT-based simulations, we examine electron–water radial
distribution functions (RDFs) or g(r)’s. RDFs are based on the dis-
tances at which solvent molecules prefer to sit away from the e−hyd’s
center and, thus, provide a readout of how strongly ordered the
solvent is around the electron.

The upper panels of Fig. 2 show electron-oxygen RDFs for
all the DFAs we tested that produced localized hydrated electrons,
as well as for two well-studied one-electron pseudopotential MQC
models of the e−hyd (the traditional cavity TB model30 and the much
softer cavity TBOpt model31). We can estimate the cavity size as the
distance at which the electron–water oxygen g(r) reaches a value
of 1, and these values are tabulated in Table III along with other
pertinent RDF distances. The two one-electron models produce
e−hyd’s with cavities that show very little structuring of surrounding
waters, meaning there are no distinct solvation shell peaks, and the
RDF decays to unity at relatively small distances from the electron’s
center. All the DFT-based electron–water RDFs are highly struc-
tured [similar to past work with the PBEh(25%) and PBEh(40%)
DFAs25,28], with the exception of LDAh(25%), which is less struc-
tured and more similar to TBOpt. Overall, despite modest changes
in the cavity size and solvation shell peak heights and widths, the
hydration structures of DFT-simulated hydrated electrons are quite
similar for all the XC functionals we tested that produce localized
e−hyd’s.

2. Hydrated electron solvation coordination numbers
In cavity-forming models of the e−hyd, the central cavity is sol-

vated by a variable number of water molecules at any given instant.
The average number of coordinating waters can be calculated either
by integrating the RDF over the first solvent shell peak or by count-
ing the number of waters within a first shell cutoff region of the

FIG. 2. (a) Electron-oxygen radial distribution functions (RDFs) produced by “lower
level” DFAs [LDA: purple curve and LDAh(25%): blue curve], as well as the one-
electron MQC models [TB (bright red curve) and TBOpt (maroon curve)]. The
one-electron models and LDAh(25%) give much less structured RDFs than LDA.
(b) Electron-oxygen RDFs for the “higher level” hybrid functionals (PBEh and
R2SCANh), are very highly structured, similar to LDA. (c) Charge distributions for
the excess electron (plotted as 4πr2ρ, where ρ is the spin density) for each DFA
that produced a localized e−hyd. Each distribution has three peaks corresponding to
charge density in the central cavity, on the first solvation shell waters, and between
the first and second solvation shells. Increasing the amount of H–F exchange
for the R2SCANh functional further localizes the density into the central cavity.
Increasing H–F exchange by going from LDA to LDAh(25%), however, has the
opposite effect, spreading the density out onto and well past the first-shell water
molecules.

electron cavity. On average, most models tend to produce a 3- to
5-coordinate species, with varying degrees of fluctuation in the num-
ber of first-shell waters. Table III gives the e−hyd oxygen and hydrogen
coordination numbers (CNs) for each XC functional we tested; the
details of the coordination number computation are given in Sec. II.
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TABLE III. e−hyd solvation structure parameters, including important distances for features of the RDF as well as oxygen
and hydrogen coordination numbers. Most of the RDF features are similar between the DFAs that produced localized
e−hyd ’s, although LDAh(25%) has a much smaller cavity region compared to the others. Electron–water first-shell coordination
numbers are also similar in the range of 4–5 waters, although LDAh(25%) has only 2–3 first-shell waters.

e−hyd solvation structure descriptors

Functional rcav H(O) (Å) r1st -shell H(O) (Å) r2nd -shell H(O) (Å) O coord # H coord #

LDA 0.85(1.96) 2.1(3.1) 3.7(4.7) 4.0 ± 0.17 3.95 ± 0.25
LDAh(25%) 0.32(1.6) 1.9(2.88) 4.5(5.5) 2.5 ± 0.7 2.2 ± 0.7

PBE ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

PBEh(25%) 0.97(2.1) 2.3(3.3) 4.3(5.5) 4.6 ± 0.6 4.4 ± 0.6
PBEh(40%) 1.0(2.13) 2.3(3.3) 4.65(5.7) 3.9 ± 0.4 3.8 ± 0.5

R2SCANh(25%) 0.92(2.02) 2.3(3.3) 5.1(5.7) 4.4 ± 0.8 4.1 ± 0.7
R2SCANh(50%) 1.04(2.1) 2.3(3.3) 5.3(5.7) 4.5 ± 0.6 4.2 ± 0.5
REVTM ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SCAN ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SCANh(10%) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SCANh(25%) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

R2SCAN ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

TB 2.0(3.1) 2.7(3.7) 6.1(6.0) 4.2 ± 1.1 3.9 ± 1.1
TBOpt 1.17(2.1) 2.3(3.3) 4.5(5.3) 4.7 ± 11 3.8 ± 1.0

All the functionals/models that we tested that produced localized
hydrated electrons resulted in coordination numbers between 3 and
5 waters with the exception of LDAh(25%), which had a much lower
average coordination number of only 2-to-3 waters. The similar-
ity between the oxygen and hydrogen coordination numbers for
most DFAs suggests that first-shell waters in DFT-based simula-
tions coordinate the e−hyd via a hydrogen-bonding motif, as we have
documented previously for PBEh(25%).24

3. Hydrated spin density distributions

The degree to which charge density is donated onto surround-
ing water vs between the surrounding water molecules is a crucial
property of e−hyd solvation. This is because significant electron den-
sity donation onto water can inflate the hydrated electron’s radius of
gyration, which, in turn, will alter both the predicted spectroscopy
and the reactivity of the neighboring water molecules.9,56 One can
quantify how the hydrated electron’s charge density is partitioned
in its environment by plotting its spin density distribution, shown
for each of the tested functionals that produce a localized e−hyd in
Fig. 2(c). These distributions indicate the probability of finding part
of the excess electron’s charge as a function of distance r from the
center of mass.

Figure 2(c) shows that each of the DFAs we tested that pro-
duce localized e−hyd’s has a charge distribution with three peaks,
corresponding to (1) charge localized in the central cavity region,
(2) charge residing on the first-shell waters, and (3) charge resid-
ing between the first- and second-shell waters. All the functionals,
with the exception of LDAh(25%), show a cavity peak centered near
1.2 Å. R2SCANh(50%) gives the most prominent cavity peak, indi-
cating that going from a GGA to a meta-GGA functional and/or
increasing the amount of H–F exchange further localizes the charge

density into the cavity. The LDA and LDAh(25%) DFAs yield more
broad charge distributions compared to the GGA hybrids and meta-
GGA hybrids that we tested, which is consistent with the expected
increased self-interaction error for the LDA-family functionals. The
fact that LDAh(25%) has a broader distribution than LDA provides
an example of the unpredictable way in which introducing H–F
exchange impacts the accuracy of a given functional.44 In this case,
even though adding H–F exchange relative to the pure LDA func-
tional should improve SIEs, the description of the water bandgap
likely worsens, leading to easier donation into the surrounding water
LUMOs and, thus, a significant increase in the spatial extent of
the e−hyd.

4. Hydrated electron asphericity and cavity
parameters

Besides the radial extent of the charge distribution, one can also
calculate how spherical the e−hyd is via the asphericity, A, defined in
Sec. II. Small values of the asphericity indicate a more spherically
symmetric charge density, while larger values indicate deviation
from spherical symmetry. For the DFAs we tested that produced
localized hydrated electrons, the charge distribution turns out to be
quite spherical, as summarized in Table II, although LDAh(25%)
shows deviations from spherical symmetry that are comparable to
those seen with the one-electron TB and TBOpt MQC models.

To understand how “hard” of a cavity structure each DFA
produces for the e−hyd, we computed a cavity parameter (qcav, also
defined in Sec. II), which effectively counts the number of waters
that penetrate into the bulk of the electron’s charge density. Most
DFAs produce fairly hard cavities, giving qcav values less than 0.30,
as summarized in Table II. Interestingly, LDAh(25%) shows the
softest cavity structure of all the models we examined. We note, how-
ever, that all the DFT simulations yield a much softer cavity than
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FIG. 3. Water dipole dot product (angu-
lar) distributions of first-shell water
molecules around e−hyd ’s simulated by
DFT using DFAs that produced a
localized species, as well as the TB
and TBOpt pseudopotential models.
For electrons simulated via DFT, the
LDA and LDAh(25%) DFAs give less-
structured angular distributions, similar
to TBOpt, while the GGA and meta-
GGA hybrid DFAs give highly peaked
distributions with a maximum near −0.7,
which indicate water coordination via
H-bonding, similar to TB.

“traditional” cavity models, such as the one-electron TB model,30

which has a qcav of essentially zero.

5. Hydrated electron–water coordination angular
distributions

Although RDFs provide information on typical electron–water
distances as well as coordination numbers, they do not directly give
information on the orientations of the water molecules surrounding
the e−hyd. Thus, we computed water dipole dot product distributions
for every DFA that produced a localized e−hyd, as described in Sec. II.
In brief, the dot product is taken between unit vectors connecting the
hydrated electron’s center of mass to the oxygen of a first-shell coor-
dinating water molecule and that water’s dipole vector. Dot products
around −0.7 are characteristic of H-bond coordination.

Figure 3 shows the angular distributions of the first solvent-
shell waters for each DFA that produced a localized e−hyd, as well
as for the TB and TBOpt pseudopotential models. The data show
that every model (except TBOpt) produces a peak near −0.7, indi-
cating H-bond coordination to the hydrated electron. The TB and,
particularly, TBOpt MQC models give relatively broad distribu-
tions, indicating that the first-shell waters have enhanced libra-
tional and rotational freedom. The DFT-based PBEh(25%; 40%) and
R2SCANh(25%; 50%) e−hyd first-shell angular distributions, on the
other hand, are sharply peaked, indicating that the first-shell water
molecules are oriented to a significant degree. We have argued pre-
viously that this type of strong locking of the orientation of the
first-shell waters is likely a result of charge delocalization error, as
the electron can best mix into empty orbitals on the water molecules
when they are in a particular geometry.19

In contrast, the LDA and LDAh(25%) DFAs show broader dis-
tributions of dot product values, characteristic of weaker solvent

orientational ordering. Interestingly, the LDA-simulated e−hyd shows
a preference for a distorted hydrogen-bond coordination, as the
highest peak in its angular distribution occurs near −0.5. It is pos-
sible that this result is an artifact associated with the overestimation
of the water–water H-bonding strength by the LDA functional.57

The angular distribution of waters associated with the LDAh(25%)
electron appears similar to that of the MQC models, where the libra-
tions of first-shell waters are much less restricted. Overall, along
with the RDFs shown in Fig. 2, it appears that the e−hyd’s simulated
with hybrid GGA and meta-GGA functionals orient first-shell water
molecules more strongly than those produced via LDA, LDAh(25%),
and the pseudopotential models. We note that the hydrated electron
is known to have a large and positive solvation entropy,58 indicat-
ing that this species is a champion chaotrope. Chaotropic ions are
known to enhance the fluctuations of nearby solvent molecules,23 so
experiment suggests that the first-shell water molecules should have
a broad angular distribution as opposed to a very narrow one, in
contrast to those produced by most of the DFAs studied here.

6. Partial molar volume of DFT-simulated hydrated
electrons

The partial molar volume (VM) is a thermodynamic quantity
that measures how much the volume of a solution changes when
1 mol of a particular solute is added. For the e−hyd, the partial molar
volume is known experimentally to be 26 ± 6 cm3/mol.59,60 It has
been shown from Kirkwood–Buff theory that VM can be calculated
from simulation as an integral over the electron–water radial dis-
tribution function;18 this means that the entire solvation structure
encoded in the RDF, not just the central cavity volume, impacts
VM. We note that the correct prediction of VM does not necessar-
ily validate an RDF as being experimentally correct, as there could be
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many different RDFs that yield the same partial molar volume. How-
ever, an RDF that produces an incorrect VM indicates a solvation
structure that is assuredly not in agreement with experiment.

Table III shows values of VM for each DFA that produces a
localized e−hyd, along with those for the MQC models.18,33 All the
DFT-simulated hydrated electrons yield a VM that drastically under-
estimates the magnitude of the experimental value (by a factor of
∼3.5 to more than an order of magnitude), indicating that none of
the RDFs produced by these simulations are correct. We note that
the partial molar volumes computed for these DFAs are likely not
converged with respect to the size of the simulation, as we have
discussed in a previous study;29 however, the numbers presented
here for the DFT-simulated electrons are at least all computed at
the same system size, so they can be compared directly to each
other. PBEh(25%; 40%) produce the largest VM values (a factor of
∼3 underestimated from experiment), while the other DFAs that
produce localized hydrated electrons have VM’s that are even more
underestimated. The DFAs that yield non-localized electrons effec-
tively have VM = 0 since they do not perturb the water structure,
again emphasizing their disagreement with experiment. Thus, other
than the TB model, none of the simulations we explore in this work
are able to correctly predict this important structural parameter.

C. Absorption spectroscopy of the DFT-simulated
hydrated electron

The absorption spectrum of the hydrated electron has been well
studied experimentally.17,61 The line shape is Gaussian on the red
side and Lorentzian on the blue side and is usually thought of as
consisting of three strongly-allowed s→ p transitions, as would arise
from a particle-in-a-quasi-spherical-box model, plus a blue tail aris-
ing from weaker bound-to-continuum transitions.4 Natural transi-
tion orbital (NTO) analyses of time-dependent density functional
theory (TD-DFT) calculations have corroborated the s→ p nature
of the main transitions,4 although most theoretical predictions of the
spectrum do not properly capture the blue tail.4,34

In the literature, several different methods have been used to
predict the absorption spectrum of the e−hyd simulated with DFT.
Ambrosio et al.62 estimated the absorption spectrum by binning the
differences in Kohn–Sham orbital energies relative to the ground
state from a fully periodic simulation with 64 waters using the
PBEh(40%) XC functional. Although this attempt resulted in a spec-
trum that is in good agreement with experiment after a linear shift
of the absorption spectrum maximum was applied, we have shown
that if this same procedure is done using TD-DFT orbital energies,
the resulting spectrum becomes overly blueshifted and highly struc-
tured, which is in stark disagreement with experiment.25 Moreover,
the use of periodic simulations that employ the Tamm–Dancoff
approximation (TDA)54 for TD-DFT produce spectra that do not
follow the sum rules used in spectral moment analysis.17

More recently, Lan et al.63 have used a quantum mechan-
ics/molecular mechanics (QM/MM) approach, where configura-
tions from a multi-time step (MTS) molecular dynamics simulation
were fed into a non-periodic TD-DFT/MM absorption spectrum
calculation using PBEh(40%). Although this non-periodic method-
ology should be superior to TDA TD-DFT, it is known that
global hybrid functionals, such as PBEh, often produce spurious,
low-lying charge transfer states.64–66 These spurious states, com-
monly referred to as “ghost states,” result in calculated absorption

spectra that include excitations that are not physical. Some studies
choose to simply neglect these states based on a radius of gyration
criterion, but even with this approximation, the resulting spectra of
the e−hyd are still blueshifted relative to experiment by nearly 0.5 eV.62

We note that there are methods that have been developed explicitly
to detect such spurious states,66 although detecting and removing
such states for every configuration in an ensemble is costly and
laborious.

Uhlig et al.15 have argued that the best way to calculate the
e−hyd’s absorption spectrum is to extract configurations from peri-
odic simulations, replicate them into a large, non-periodic supercell,
and then calculate the spectrum using TD-DFT with an optimally-
tuned range-separated hybrid functional. The use of a non-periodic
calculation means that quantum mechanical spectral sum rules are
satisfied and finite-size effects are minimized, and the use of an
optimally-tuned range-separated hybrid functional15 also eliminates
spurious ghost states. In Secs. III C 1–III C 3, we will show that the
hydrated electron’s absorption spectrum is highly sensitive both to
the methodology used as well as to the propagation functional. To
date, regardless of the kind of methodology used to calculate the
hydrated electron’s absorption spectrum, DFT-based simulations
have been unable to reproduce the position, width, shape, and degree
of homogeneous broadening of the experimental spectrum.19

1. Fully periodic methodology
The simplest and most computationally inexpensive method

for calculating the DFT-simulated e−hyd absorption spectrum in
bulk water beyond simply binning the energy gaps between the
Kohn–Sham orbitals62 is by doing a periodic TDA TD-DFT calcu-
lation. Figure 4(a) shows the (normalized to the absorption max-
imum) spectra calculated using this methodology for each of the
DFAs that produce a localized e−hyd, while Fig. 4(c) shows the spectra
calculated for the PBE, R2SCAN, and REVTM DFAs that produce
delocalized hydrated electrons. Here, the TD-DFT calculations were
performed using the same functional that was used for propagat-
ing the e−hyd trajectory. Both panels also show the absorption spectra
of the TB and TBOpt one-electron models (dashed curves), calcu-
lated by binning the transition dipoles between the one-electron
ground and excited states, as well as the experimental spectrum
(black curve).

Somewhat disturbingly, the XC functionals that produce delo-
calized hydrated electrons (PBE, R2SCAN, and REVTM) all predict
spectra whose absorption maxima agree quite well with experiment
[panel (c)]. It is likely that the large and non-physical blueshift
induced by the periodic simulation methodology (discussed fur-
ther below) coincidentally causes the DFAs that produce delocalized
hydrated electrons to give spectra with reasonable Emax values. In
other words, these spectra should be highly redshifted given their
large Rg’s,4 but the unphysical blue shift induced by the periodic cal-
culation happens to bring the spectra into apparent agreement with
experiment.

All of the functionals that produce localized hydrated electrons
[panel (a)] yield predicted absorption spectra that are substantially
too blueshifted, with the lowest-level DFA, LDA, providing the
best agreement with an Emax that is “only” ∼0.75 eV off from the
experimental value. The spectra also show an exaggerated blue
shoulder, with PBEh(25%) having the least exaggerated blue
shoulder of the XC functionals we tested. Adding more H–F
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FIG. 4. Panels (a) and (c) show e−hyd absorption spectra calculated with fully periodic TDA TD-DFT using the same functional that was used to generate the hydrated
electron configurations. This methodology results in a considerable blueshift of the Emax, which becomes even worse with the inclusion of H–F exchange. The DFAs that
produce delocalized e−hyd ’s [panel (c)] yield spectra that coincidentally match the experimental Emax well, a result due to the unphysical blue shift effect of the periodic

cell. Panels (b) and (d) show the trend of Emax vs Rg
−2 along with Rg

−2 fits to the DFT-simulated spectra, as well as the analytical relationship from the particle-in-a-box
approximation.67 The DFAs that produce localized e−hyd ’s qualitatively fit the expected relationship, although the data points lie well above the analytical curve. The DFAs
that produce delocalized electrons do not follow the expected trend due to their spuriously large radii of gyration. We note that the radii of gyration were calculated from the
periodic MD trajectories and not from the individual TDA TD-DFT calculations.

exchange to the hybrid functionals blueshifts the spectrum even
more: LDAh(25%) and PBEh(25%) show similar highly blueshifted
locations for their absorption maxima, while PBEh(40%) and
R2SCANh(25%; 50%) are even further blueshifted. Although one
might expect poor correspondence to the experimental spectra from
periodic TDA TD-DFT calculations, it is still surprising that the
hybrid meta-GGA functionals yield substantially worse spectral pre-
dictions than the hybrid GGAs with this methodology. The solvation
structures produced by most of these DFAs are similar (cf. Figs. 2
and 3), so the primary factor in the varying spectral Emax values must
stem from the inherent properties of each DFA rather than the solva-
tion structures. This once again highlights the difficulty in predicting
the accuracy of a given DFA, regardless of what rung of Jacob’s Lad-
der45 it comes from. The one-electron MQC models, in contrast, give
quite a good match to the experimental Emax.

If one assumes that hydrated electrons can be crudely modeled
as particles in a spherical box, electrons with large radii of gyration
should produce redshifted spectra relative to more tightly-confined
electrons, with an absorption maximum that varies inversely with
the square of the cavity radius, as shown by the blue curves in

Figs. 4(b) and 4(d). Indeed, the particle-in-a-spherical-box corre-
spondence appears to hold somewhat well for the DFAs that produce
localized e−hyd’s, although the fit curve lies well above the analytical
curve due to the aforementioned unphysical blueshift. Conversely,
the functionals that produce delocalized hydrated electrons do not
follow this trend due to their spuriously large radii of gyration
[Fig. 4(d)]. These results highlight the facts that (1) periodic calcula-
tions do not obey the quantum mechanical sum-rules and, thus, do
not capture the correct relationship between the calculated spectral
Emax and Rg and that (2) periodic calculations of e−hyd spectroscopy
induce very large spectral blue shifts that worsen with increased
H–F exchange percent. Since the periodic calculations use the same
number of waters as the MD simulations (64 quantum mechanical
waters), much of this spectral blueshift may result from finite size
effects.

2. Non-periodic methodology
A more time-consuming and computationally expensive way

to calculate spectra for the e−hyd is using non-periodic TD-DFT
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with an optimally-tuned long-range corrected (LRC) functional.15

Figure 5(a) shows the normalized spectra calculated this way for
the functionals we tested that produce localized hydrated electrons,
while panel (c) shows the same for the functionals that produce delo-
calized hydrated electrons. Here, we see that the hybrid functionals
[with the exception of LDAh(25%), discussed below] produce spec-
tra that are much more similar than those calculated using the peri-
odic TDA TD-DFT method, which is better reflective of their similar
solvation structures. The predicted spectra are also less blueshifted
than in Fig. 4. The spectra computed for the LDA, PBEh(25% and
40%), and R2SCANh(25% and 50%) electrons all show red shoul-
ders, which result from unphysical transitions between the central
cavity and the surface of the periodically replicated water box.

Interestingly, both REVTM (purple curve), which produces
a delocalized hydrated electron in the periodic calculation, and
LDAh(25%) (blue curve) yield non-periodic TD-DFT spectra cal-
culated with ωPBE that are very redshifted relative to experiment
[Fig. 6(c)], characteristic of having far too large a radius of gyration.
Both functionals also show a highly exaggerated blue shoulder that

gives them a qualitatively incorrect spectral shape. The reason for
the spectral similarity between these two DFAs is that the localized
e−hyd configurations generated with LDAh(25%) yield a delocalized
hydrated electron when calculated with the long-range corrected
ωPBE functional used for the TD-DFT spectral calculation. This
highlights an interesting difficulty in using the non-periodic
TD-DFT methodology outlined by Uhlig et al.:15 unexpected results
can occur if the functional used to generate the configurations
differs substantially from the range-separated hybrid functional used
to calculate the spectroscopy.

Despite the fact that the mismatch between the DFAs used
for trajectory production and spectroscopy can lead to difficulties,
Fig. 5(b) shows that the dependence of Emax on the e−hyd radius
of gyration holds quite well for the non-periodic TD-DFT calcu-
lations. We note that this methodology removes the explicit finite
size effects present in the periodic absorption spectra calculations,
although there still could be implicit finite size effects present in the
configurations generated by running the original MD trajectories
using only 64 water molecules. However, in previous studies with

FIG. 5. Hydrated electron absorption spectra calculated using non-periodic TD-DFT with the optimally-tuned LRC-ωPBE functional with periodic unit cell replication [panels
(a) and (c)]. The spectral Emax vs Rg

−2 fits (dashed black curves), along with the analytical relationship from particle in a spherical box theory (blue curves), are shown
in panels (b) and (d). This non-periodic methodology avoids the unphysical blue shift induced by the periodic calculation seen in Fig. 4 as well as inhibits spurious charge
transfer states.66 The functionals that produce localized e−hyd ’s [panels (a) and (b)] give Emax values that are still a few hundred meV blue shifted relative to the experimental
spectrum; they also exhibit a tail to the red that is qualitatively different from the experimental spectral shape (black curve). With this non-periodic methodology, the expected
Emax vs Rg

−2 trend is followed quite well (dashed black curve), almost matching the analytical result (blue curve). The functionals that produce delocalized hydrated
electrons [panels (c) and (d)] predict strongly red-shifted spectra relative to experiment, although they do show a reasonable fit to the Emax vs Rg

−2 trend. We note that radii
of gyration values plotted in panels (b) and (d) are those obtained from the periodic simulations, not the non-periodic TD-DFT calculations.
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the PBEh(25%) functional and different-sized simulation boxes, we
showed that this type of implicit finite size effect is modest.25 We
also used non-periodic TD-DFT calculations with LRC-ωPBE to
calculate the spectroscopy for configurations generated from the TB
and TBOpt pseudopotentials and find that these not only match the
experimental spectrum well but also fall directly on the analytical
Emax vs Rg

−2 curve [Figs. 5(b) and 5(d)], in agreement with previous
studies.68,69 This suggests that a softer cavity structure, such as those
generated by the one-electron calculations or the LDAh(25%) DFA,
is closer to experiment than the harder cavity structures predicted by
effectively all of the other XC functionals that we tested.

3. Vertical binding energy (VBE)
The vertical binding energy (VBE) is another experimentally

verifiable measure of the e−hyd electronic structure. However, com-
puting this observable from periodic TD-DFT simulations is chal-
lenging given the difficulty in defining a rigorous vacuum level to
which the computed VBE can be compared.62 One advantage of
running non-periodic TD-DFT calculations with unit cell replica-
tion for the above spectral analyses is that these calculations also
directly yield a well-defined VBE relative to vacuum. Table II shows
the VBE values obtained from our non-periodic calculations for each
XC functional we used that produce a localized e−hyd, as well as exper-
iment. It is clear that all of the DFAs underestimate the VBE by a
factor of about 2. With increasing amounts of H–F exchange, we
see opposite trends in the VBE for the PBEh and R2SCANh DFAs,
highlighting once again that tuning H–F exchange can have unex-
pected impacts on quantities related to the electronic structure.44 We
note that the VBE is quite sensitive to finite size effects as well as the
tuning of the long-range correction parameter, as we have shown in
previous studies.25 It is, therefore, possible that larger system sizes
and/or further functional-dependent tuning of the range-separation
parameter could bring these VBE values into better agreement with
experiment.

IV. CONCLUSIONS
This work has presented a series of ab initio DFT simula-

tions of the hydrated electron using a variety of DFAs spanning
Jacob’s Ladder.45 We simulated the e−hyd using several function-
als that, to our knowledge, have never been previously applied
to this system. We calculated many of the hydrated electron’s
observables, including those that pertain to the electron’s size
and shape (Rg, asphericity, and qcav), hydration structure (RDFs,
coordination numbers, angular distributions, charge distributions,
and partial molar volume), energetics (VBEs), and spectroscopy
(absorption spectra). We also compared two common methodolo-
gies for calculating hydrated electron spectroscopy: fully-periodic
TDA TD-DFT calculated with the same functional used to
simulate the e−hyd and non-periodic TDDFT with point-charge
water replication using an optimally-tuned range-separated hybrid
functional.

We found first that not all XC functionals produce a local-
ized e−hyd, with most of the non-hybrid functionals and also the
SCANh DFA yielding a delocalized (or chemically reacted) charge
distribution. This emphasizes the fact that DFT is not a systemati-
cally improvable theory, particularly given all of the challenges with
using DFT to describe both liquid water and the excess electron

that lies primarily between the waters.42 Interestingly, of the DFAs
that produce a localized e−hyd, the radius of gyration and solvation
structure measures (RDFs, coordination numbers, angular distribu-
tions, asphericity, qcav, and charge distributions) are largely similar
within the uncertainty, suggesting that most equilibrium proper-
ties are not significantly changed moving from the LDA functional
up to hybrid meta-GGAs. Increasing the amount of H–F exchange
generally acts to further localize the hydrated electron into its cen-
tral cavity, reducing donation of charge onto surrounding water
molecules.

Spectra of the e−hyd calculated using periodic TDA TD-DFT are
significantly blueshifted (≥1 eV except for LDA) relative to experi-
ment; the spectra calculated this way also do not follow the expected
relationship between the position of the spectral maximum and
the electron’s radius of gyration. The grossly exaggerated blueshift
is partly remedied by using a more expensive non-periodic calcu-
lation with an optimally-tuned range-separated hybrid functional
and periodic replication of point-charge water molecules. When
the non-periodic method is used, the hybrid meta-GGA functional
R2SCANh DFAs yield the best Emax relative to experiment (although
still off by hundreds of meV), and the expected trend of Emax vs Rg

−2

holds quite well.
It is worth noting that for all of the observables we calculated,

no particular functional stands out as markedly better than the oth-
ers for predicting any single observable of the e−hyd. This means that
when considering the increased computational cost associated with
using hybrid meta-GGA DFAs, the use of less expensive function-
als is actually a reasonable choice if one wishes to simulate hydrated
electrons at the DFT level of theory; for example, the LDA functional
performs far better than expected, not only producing a localized
e−hyd but one with observables that are within error the same as
those produced by much higher level functionals for a much lower
computational cost.

We close by noting that none of the DFAs we tested produce
the correct partial molar volume of the e−hyd to within a factor of
∼3, correctly predict the shape of the absorption spectrum or Emax
value to within 1 eV, or predict the correct VBE value to within a
factor of ∼2. Moreover, the equilibrium hydration structure (char-
acterized by sharply peaked RDFs and angular distributions) is not
qualitatively consistent with what is expected for a chaotropic ion,
in contradiction with the large positive solvation entropy measured
for this species.58 Given this, it is unlikely that any of the DFAs
explored here reproduce the correct structure and dynamics of water
molecules near the electron. Although finite size effects may explain
some of these disagreements with experiment, our work using the
PBEh(25%) functional showed that such effects were modest for
most observables.25,29 In future work, we plan to focus on density-
corrected DFT70 (DC-DFT) as well as propagation with optimally
tuned range-separated hybrid functionals. If SIE is the dominant
factor in the errors DFT makes on hydrated electron systems,
DC-DFT should markedly attenuate those density-driven errors.
It has been shown that range-separated hybrid functionals can
greatly impact the ion-pairing behavior in DFT-based simulations,71

so range-separated DFAs could be crucial in modulating a given
ion’s kosmotropic/chaotropic character. Finally, including explicit
nuclear quantum effects (NQEs) in hydrated electron simulations is
a worthwhile endeavor that has only begun to be studied,14,40 as it is
possible that including quantum delocalization for water molecules
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would destructure the first solvation shell, increasing the chaotropic
character of the e−hyd.
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